Markov Chain:

In probability theory and related fields, a Markov process, named after the Russian mathematician Andrey Markov, is a stochastic process that satisfies the Markov property (sometimes characterized as "memorylessness"). Roughly speaking, a process satisfies the Markov property if one can make predictions for the future of the process based solely on its present state just as well as one could knowing the process's full history, hence independently from such history; i.e., conditional on the present state of the system, its future and past states are independent.

A Markov chain is a stochastic model describing a sequence of possible events in which the probability of each event depends only on the state attained in the previous event. It is a type of Markov process that has either a discrete state space or a discrete index set (often representing time), but the precise definition of a Markov chain varies. For example, it is common to define a Markov chain as a Markov process in either discrete or continuous time with a countable state space (thus regardless of the nature of time), but it is also common to define a Markov chain as having discrete time in either countable or continuous state space (thus regardless of the state space).

Markov studied Markov processes in the early 20th century, publishing his first paper on the topic in 1906. Random walks based on integers and the gambler's ruin problem are examples of Markov processes. Some variations of these processes were studied hundreds of years earlier in the context of independent variables. Two important examples of Markov processes are the Wiener process, also known as the Brownian motion process, and the Poisson process, which are considered the most important and central stochastic processes in the theory of stochastic processes and were discovered repeatedly and independently, both before and after 1906, in various settings. These two processes are Markov processes in continuous time, while random walks on the integers and the gambler's ruin problem are examples of Markov processes in discrete time.
Markov chains have many applications as statistical models of real-world processes, such as studying cruise control systems in motor vehicles, queues or lines of customers arriving at an airport, exchange rates of currencies, storage systems such as dams and population growths of certain animal species. The algorithm known as Page Rank, which was originally proposed for the internet search engine Google, is based on a Markov process.

**Legendre Polynomial:**

Legendre’s Differential Equation is given by:

\[(1 - x^2)y'' - 2x y' + n(n + 1)y = 0, \text{ where } n \text{ is a real number}\]

This differential equation arises in numerous problems, especially in those exhibiting spherical symmetry. The solutions of this equation are called Legendre Functions of degree \(n\).

When \(n\) is a non-negative integer, i.e., \(n=0,1,2,3,...\), the Legendre Functions are often referred to as **Legendre Polynomials** \(P_n(x)\).

Since Legendre’s differential equation is a second order ordinary differential equation, two sets of functions are needed to form the general solution. Legendre Polynomials of the second kind \(Q_n(x)\) are then introduced. The general solution of a non-negative integer degree Legendre’s Differential Equation can hence be expressed as:

\[y(x) = A_n P_n(x) + B_n Q_n(x)\]

The first few Legendre polynomials are

\[
\begin{align*}
P_0 (x) &= 1 \\
P_1 (x) &= x \\
P_2 (x) &= \frac{1}{2} (3x^2 - 1) \\
P_3 (x) &= \frac{1}{2} (5x^3 - 3x) \\
P_4 (x) &= \frac{1}{8} (35x^4 - 30x^2 + 3) \\
P_5 (x) &= \frac{1}{8} (63x^5 - 70x^3 + 15x) \\
P_6 (x) &= \frac{1}{16} (231x^6 - 315x^4 + 105x^2 - 5).
\end{align*}
\]
Important Properties:

- Rodrigues’ Formula: The Legendre Polynomials $P_n(x)$ can be expressed by Rodrigues’ formula

$$P_n(x) = \frac{1}{2^n n!} \frac{d^n}{dx^n} (x^2 - 1)^n \quad n = 0, 1, 2, 3, \ldots$$

- Generating Function: The generating function of a Legendre Polynomial is

$$\frac{1}{\sqrt{1 - 2tx + t^2}} = \sum_{n=0}^{\infty} P_n(x)t^n$$

- Orthogonality: Legendre Polynomials $P_n(x), n=0,1,2,3,\ldots$, form a complete orthogonal set on the interval $-1 \leq x \leq 1$. It can be shown that

$$\int_{-1}^{1} P_m(x)P_n(x)dx = \begin{cases} 0 & m \neq n \\ 2 & m = n \\ \frac{2n+1}{3n+1} & m = n \\ \frac{2n+1}{2n+1} & m = n \\ \end{cases}$$

By using this orthogonality, a piecewise continuous function $f(x)$ in $-1 \leq x \leq 1$ can be expressed in terms of Legendre Polynomials:

$$\sum_{n=0}^{\infty} C_n P_n(x) = \begin{cases} f(x) & \text{where } f(x) \text{ is continuous} \\ \frac{f(x^-) + f(x^+)}{2} & \text{at discontinuous points} \\ \end{cases}$$

where:

$$C_n = \frac{2n+1}{2} \int_{-1}^{1} f(x)P_n(x)dx$$

This orthogonal series expansion is also known as a Fourier-Legendre Series expansion or a Generalized Fourier Series expansion.